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Key observation for the second statement:

## Theorem (3)
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- Kostant showed that $\pi$ is generic iff $\pi^{K-f i n i t e}$ is generic, though dimensions of Whittaker spaces differ considerably.
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For $G L(n, \mathbb{R})$ and $S L(n, \mathbb{C}) \sim$ Jordan form

- Orbits for $S_{2 n}(\mathbb{C})$ or $O_{n}(\mathbb{C}) \sim$ partitions satisfying certain conditions
- An orbit meets $\Psi$ iff it has at most one part $\geq 2$ with odd multiplicity
- For each partition $\lambda$ and each $k$ there is a partition $\mu \leq \lambda$, which meets $\Psi$ and satisfies $\mu_{1}+\cdots+\mu_{k}=\lambda_{1}+\cdots+\lambda_{k}$
- Result for $S O_{n}(\mathbb{C})$ requires slight additional argument.
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- We list all orbits whose closures have the same intersection with $\Psi$.
- We follow Bala-Carter notation and we have underlined the special orbits.
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- We list all orbits whose closures have the same intersection with $\Psi$.
- We follow Bala-Carter notation and we have underlined the special orbits.
- For $G=G_{2}: \underline{G_{2}\left(a_{1}\right)}$ and $\widetilde{A_{1}}$
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(2) $\overline{F_{4}\left(a_{3}\right)}$ and $\overline{C_{3}\left(a_{1}\right)}$
- For $G=E_{6}$ :
(1) $\underline{E_{6}\left(a_{1}\right)}$ and $\underline{D_{5}}$
(2) $\overline{D_{4}\left(a_{1}\right)}$ and $\overline{A_{3}}+A_{1}$
- For $\overline{G=E_{7}}$ :
(1) $\frac{E_{7}\left(a_{1}\right)}{E_{7}\left(a_{3}\right)}$ and $E_{7}\left(a_{2}\right)$
(2) $\overline{E_{7}\left(a_{3}\right)}$ and $\overline{D_{6}}$
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- For $G=E_{8}$ :
(1) $E_{8}\left(a_{1}\right), E_{8}\left(a_{2}\right)$, and $E_{8}\left(a_{3}\right)$
(2) $\overline{E_{8}\left(a_{4}\right)}, \overline{E_{8}\left(b_{4}\right)}$ and $\overline{E_{8}\left(a_{5}\right)}$
(3) $E_{7}\left(a_{1}\right), E_{8}\left(b_{5}\right)$ and $\overline{E_{7}\left(a_{2}\right)}$
(9) $E_{8}\left(a_{6}\right)$ and $\frac{D_{7}\left(a_{1}\right)}{E_{7}\left(a_{4}\right)}$
(6) $\overline{E_{6}\left(a_{1}\right)}$ and $\underline{E_{7}\left(a_{4}\right)}$
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- For $G=E_{8}$ :
(1) $E_{8}\left(a_{1}\right), E_{8}\left(a_{2}\right)$, and $E_{8}\left(a_{3}\right)$
(2) $\overline{E_{8}\left(a_{4}\right)}, \overline{E_{8}\left(b_{4}\right)}$ and $\overline{E_{8}\left(a_{5}\right)}$
(3) $E_{7}\left(a_{1}\right), \overline{E_{8}\left(b_{5}\right)}$ and $\overline{E_{7}\left(a_{2}\right)}$
(9) $E_{8}\left(a_{6}\right)$ and $\frac{D_{7}\left(a_{1}\right)}{E_{7}\left(a_{4}\right)}$
(5) $\overline{E_{6}\left(a_{1}\right)}$ and $\overline{E_{7}\left(a_{4}\right)}$
(0) $E_{8}\left(a_{7}\right), E_{7}\left(a_{5}\right), E_{6}\left(a_{3}\right)+A_{1}$, and $D_{6}\left(a_{2}\right)$.

